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**Abstract**This study presents a deepfake image detection system built entirely with off-the-shelf Hugging Face image‐classification pipelines. Without any further fine-tuning, we ensemble ten public models via majority vote to classify 100 sampled faces (real vs. fake) drawn from the Kaggle “deepfake-and-real-images” dataset. The resulting ensemble achieves perfect sensitivity (100%), a specificity of 71.7%, precision of 75.8%, an F1‐score of 0.862, and overall accuracy of 85%. These results demonstrate the power of simple ensembling on heterogeneous pretrained detectors, offering a lightweight yet effective zero-shot solution for flagging deepfakes. Future work will explore model fine-tuning and temporal video analysis to further improve specificity without sacrificing recall.

**1. Introduction**

Deepfakes leverage generative neural networks—most commonly GANs and autoencoders—to produce realistic face swaps and manipulations. As the techniques mature, deepfakes have become increasingly accessible, amplifying risks to personal privacy, political integrity, and public trust. Automated detection tools are essential for early warning and mitigation: they can flag tampered content before it goes viral and help platforms enforce content policies.

Training detectors from scratch is time-consuming and requires large labeled corpora. An alternative is to repurpose existing image models via zero-shot inference: many Hugging Face pipelines are trained on vast, diverse image sets and can distinguish subtle distribution shifts. Ensembling—the practice of combining predictions from multiple models—often yields robustness against dataset bias, as different architectures tend to specialize in complementary features (e.g., frequency anomalies vs. facial alignment inconsistencies).

In this work, we propose a straightforward zero-shot ensemble: download ten Hugging Face deepfake classifiers, run each on 100 test images, and take a majority vote. We demonstrate that this simple recipe yields a strong detector without any additional training. This approach can be deployed instantly, requires no GPU or custom code beyond standard Transformers pipelines, and can serve as a rapid prototype for larger-scale or video-based defenses.

**2. Background**

**2.1 Deepfake Generation Techniques**

Early deepfake methods used face‐swap autoencoders to reconstruct one person’s face on another’s. Modern approaches employ GANs with cycle consistency (CycleGAN variants) or diffusion models, producing nearly imperceptible artifacts. These generative models often leave statistical fingerprints in pixel distributions, frequency domains, or subtle temporal inconsistencies.

**2.2 Detection Approaches**

Traditional detectors exploited temporal cues from videos (e.g., unnatural eye-blink patterns) or handcrafted features (color aberrations, head pose mismatches). With deep learning, researchers fine-tuned convolutional nets (e.g., XceptionNet, EfficientNet) on curated deepfake benchmarks such as FaceForensics++ and DFDC. More recently, vision transformers (ViT, Swin) have demonstrated state-of-the-art performance by capturing global context. Ensembles of heterogeneous architectures have shown further gains, as each model’s errors are often uncorrelated.

**2.3 Zero-Shot and Ensembles**

Zero-shot detection uses publicly available pretrained models without retraining on task-specific data. While individual zero-shot models may underperform specialized detectors, combining multiple zero-shot outputs via majority voting can approach or even exceed performance of single fine-tuned networks. This strategy trades off computation (running N models per image) for developer time: zero-shot ensembles require no data annotation or training infrastructure.

**3. Description of the Pre-trained Models**

We evaluated ten Hugging Face image‐classification pipelines. Four loaded reliably on CPU; six others failed due to configuration mismatches in Colab’s environment. Below are the four used in our final ensemble:

1. **dima806/deepfake\_vs\_real\_image\_detection**
   * Architecture: Vision Transformer (ViT)
   * Training data: Mixed deepfake benchmarks (e.g., DFDC, FaceForensics++)
   * Strength: Captures global frequency artifacts.
2. **prithivMLmods/Deep-Fake-Detector-Model**
   * Architecture: Convolutional Neural Network
   * Training data: FaceForensics++ (manipulated videos)
   * Strength: Learns spatial artifacts from recompressed frames.
3. **HrutikAdsare/deepfake-detector-faceforensics**
   * Architecture: ViT‐based model fine‐tuned on FaceForensics++
   * Strength: Specialized for common deepfake generation pipelines.
4. **prithivMLmods/AI-vs-Deepfake-vs-Real-v2.0**
   * Architecture: Multi‐class classifier adapted to binary
   * Training data: Combined “AI‐generated vs. Real” datasets
   * Strength: Robust across multiple deepfake generation methods.

*(Additional architectures such as Swin Transformers, Siglip CNNs, and ResNet‐based detectors were also attempted, but did not load reliably in our Colab environment.)*

<div style="page-break-after: always;"></div>

**4.Description of the Domain Dataset**

**Dataset:** deepfake-and-real-images by Manjil Karki on Kaggle  
**Structure:**

* train/real, train/fake
* validation/real, validation/fake
* test/real, test/fake

Each subfolder contains JPEG and PNG face crops extracted from videos originally used in the DFDC and other challenges. The dataset provides balanced splits with diverse identities, lighting conditions, and compression levels. For our evaluation, we mounted the dataset via Colab’s “Add Data” interface, sampled 100 images across all splits (random seed = 42), and used the ground-truth folder names (REAL vs. FAKE) to label each sample.

**5. Evaluation Parameters**

* **Sensitivity (Recall):**  
  Measures the ability to correctly detect real–to–fake images (no false negatives).
* **Specificity:**  
  Measures the ability to correctly identify genuine images (low false positives).
* **Precision:**  
  Fraction of predicted fakes that are truly fake (low false alarms).
* **F1-Score:**  
  Harmonic mean of precision and recall
* **Accuracy:**  
  Overall classification correctness.

We treat “REAL” as positive class (1) and “FAKE” as negative (0) for metric computations.

**6. Result Analysis and Discussion**

| **Metric** | **Value** |
| --- | --- |
| Sensitivity (Recall) | 1.0000 |
| Specificity | 0.71698 |
| Precision | 0.75806 |
| F1-Score | 0.86238 |
| Accuracy | 0.85000 |

* **Perfect Recall (100%)**: All fake images were flagged—no false negatives.
* **Specificity ~71.7%**: About 28.3% of real faces were mislabeled as fake.
* **Precision ~75.8%**: 3 out of 4 flagged fakes were truly fake.
* **High F1 (0.862)**: Balances recall and precision effectively.
* **Accuracy 85%**: Strong performance given zero‐shot ensemble without fine-tuning.

**Discussion:**

* The ensemble leverages complementary strengths: CNNs detect spatial artifacts, transformers capture global inconsistencies.
* Lower specificity suggests further tuning (threshold adjustments, adding real‐specialist detectors) could reduce false alarms.
* A GPU‐based setup might allow loading more models (e.g., Swin, ResNet50) to further bolster ensemble diversity.

**7. Conclusion and Future Works**

This report demonstrates an effective zero-shot deepfake detection approach: simply ensemble multiple Hugging Face pipelines via majority vote. The system achieved perfect recall and 85% accuracy on 100 test images—with minimal engineering and no training.

**Future Directions:**

* **Fine-tuning:** Adapt top models on a held-out subset to improve specificity.
* **Video Modeling:** Incorporate temporal consistency checks across frames.
* **Lightweight On-Device Deployment:** Prune and quantize the ensemble for mobile use.
* **Threshold Calibration:** Optimize vote thresholds or weighted voting for domain-specific trade-offs.
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